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Abstract

Background: Genome-wide association studies and genomic predictions are thought to be optimized by using
whole-genome sequence (WGS) data. However, sequencing thousands of individuals of interest is expensive.
Imputation from SNP panels to WGS data is an attractive and less expensive approach to obtain WGS data. The
aims of this study were to investigate the accuracy of imputation and to provide insight into the design and
execution of genotype imputation.

Results: We genotyped 450 chickens with a 600 K SNP array, and sequenced 24 key individuals by whole genome
re-sequencing. Accuracy of imputation from putative 60 K and 600 K array data to WGS data was 0.620 and 0.812
for Beagle, and 0.810 and 0.914 for FImpute, respectively. By increasing the sequencing cost from 24X to 144X, the
imputation accuracy increased from 0.525 to 0.698 for Beagle and from 0.654 to 0.823 for FImpute. With fixed
sequence depth (12X), increasing the number of sequenced animals from 1 to 24, improved accuracy from 0.421 to
0.897 for FImpute and from 0.396 to 0.777 for Beagle. Using optimally selected key individuals resulted in a higher
imputation accuracy compared with using randomly selected individuals as a reference population for re-
sequencing. With fixed reference population size (24), imputation accuracy increased from 0.654 to 0.875 for
FImpute and from 0.512 to 0.762 for Beagle as the sequencing depth increased from 1X to 12X. With a given total
cost of genotyping, accuracy increased with the size of the reference population for FImpute, but the pattern was
not valid for Beagle, which showed the highest accuracy at six fold coverage for the scenarios used in this study.

Conclusions: In conclusion, we comprehensively investigated the impacts of several key factors on genotype
imputation. Generally, increasing sequencing cost gave a higher imputation accuracy. But with a fixed sequencing
cost, the optimal imputation enhance the performance of WGP and GWAS. An optimal imputation strategy should
take size of reference population, imputation algorithms, marker density, and population structure of the target
population and methods to select key individuals into consideration comprehensively. This work sheds additional
light on how to design and execute genotype imputation for livestock populations.
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Background
Genotype imputation [1] has become a common proto-
col of obtaining more genotypes at low cost by imputing
from low to high density single nucleotide polymorph-
ism (SNP) markers and even whole-genome sequence
(WGS) SNP markers. It benefits whole genome studies,
such as whole genome prediction (WGP) [2] and
genome-wide association studies (GWAS) [3]. Both
WGP and GWAS are used for genetic dissection and
improvement of complex traits, based on the assump-
tion of strong linkage disequilibrium (LD) between puta-
tive quantitative trait loci (QTL) and SNP markers.
However, the estimated LD between SNPs rapidly decays
with marker distance [4]. Obtaining higher density SNPs
or whole genome sequence would enhance the perform-
ance of WGP and GWAS. But the existing genotyping
arrays used in WGP and GWAS studies represent only a
limited repertoire of sequence variation. Furthermore, it
is known that a proportion of unexplained genetic com-
ponents of complex traits (termed ‘missing heritability’
[5]) can be captured by rare variations. The number of
detected rare variations detected can be increased by
genotype imputation, although the imputation accuracy
is usually low at rare sites [6]. Therefore, researchers are
obliged to pursue high-density genotypes in these
studies.
The availability of next generation sequencing (NGS)

techniques has made it possible to obtain WGS SNP
markers at a reasonable cost. However, sequencing thou-
sands of individuals of interest is still too costly for rou-
tine implementation in livestock breeding programs.
Recently, many studies have recommended the imput-
ation of low-density SNP markers to WGS SNP markers.
Genotype imputation is a widely used method that uti-
lizes LD knowledge from haplotypes in a known refer-
ence panel to predict genotypes at missing or un-
genotyped markers.
Genotype imputation had been implemented in hu-

man [7], cow [8], horse [9], dog [10], and chicken [11]
and has identified many novel associated SNPs and
QTLs. Using the comprehensive reference panels pro-
vided by the 1000 Human Genomes and 1000 Bull Ge-
nomes consortia, imputed whole genome-level SNPs
have also recently became more common in human and
bovine genomic studies [12–17]. For example, using im-
puted WGS data, Kelemen et al. [13] identified three
novel risk SNPs associated with human mucinous ovar-
ian carcinomas: rs752590 at 2q13 (P = 3.3 × 10− 8),
rs711830 at 2q31.1 (P = 7.5 × 10− 12) and rs688187 at
19q13.2 (P = 6.8 × 10− 13). Pausch et al. [16] detected 12
new QTLs associated with mammary gland morphology
in a German Fleckvieh cattle population.
Many factors affect the accuracy of genotype imput-

ation, such as imputation algorithms [11], genetic
relationship between reference and validation popula-
tions [18], the size of the reference population [8, 18],
sequencing depth [19], and SNP density of the target
panel [20]. With a layer chicken population, Ni et al.
[11] evaluated performance of FImpute, Minimac and
IMPUTE2 by imputing Affymetrix® Axiom® high-density
SNP (600 K) data to WGS data, and FImpute was re-
ported to be slightly worse than Minimac and IMPUTE2
in terms of genotype correlation. Pausch et al. [18] ana-
lyzed the impact of reference population on imputation
accuracy when imputing from low-density to high-
density SNPs in a Fleckvieh cattle population, and an in-
creased imputation accuracy was observed as the refer-
ence population size and the relatedness between
reference and target populations increased. Similar re-
sults were reported by van Binsbergen et al. [8]. Using
simulated bovine sequence data at a given total cost,
VanRaden et al. [19] found that sequencing more indi-
viduals at a low read depth could give a high accuracy of
genotype imputation. Using a multi-breed sheep popula-
tion genotyped with three SNP panels: 5 K, 50 K and
600 K SNPs, Ventura et al. [20] found that imputation
accuracy could be improved by two-step imputation. Al-
though the effect of each factor on the performance of
genotype imputation has been reported, multi-factorial
effects are still poorly understood and comprehensive
and systematic investigations with real data are rarely
reported.
In this study, we genotyped a Chinese indigenous

chicken population using a chicken 600 K SNP chip, and
we sequenced 24 selected key individuals. We systemat-
ically investigated the impacts of reference population
size, key individual selection strategies, imputation algo-
rithms, marker density of the target panel, sequencing
depth, and the total cost of genotyping on the accuracy
of genotype imputation when imputing array data to se-
quence data. Our results provide insight into the design-
ing and executing of genotype imputation.

Methods
Population
The chicken population used in this study was derived
from a Chinese indigenous breed and maintained for 25
generations by Wens Nanfang Poultry Breeding Co. Ltd.
(Xinxing, P.R. China). The population consisting of
1,600 birds (800 males, 800 females), was the 3rd batch
of the 25th generation of this chicken population. These
birds came from a mixture of full sib and half sib fam-
ilies with the mating of 30 males and 360 females from
the 24th generation. After hatching, all birds were main-
tained in a closed building under controlled environ-
mental conditions and provided with a standard diet till
the end of 4 wk of age. Then they were randomly
assigned to six pens by gender (three for male, and three
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for female) for growth performance testing from 5 to
13 wk of age. They received food and water ad libitum
in all stages. Finally, slaughter was performed at 91 d of
age and carcass traits recorded. In total, 1,338 birds (721
males, 617 females) were systematically phenotyped for
further study.

Genotyping by SNP chip
A total of 450 birds were selected for genotyping. These
birds were 15 sires and 435 male offsprings. The average
sire family size was 13.5 which ranged from 7 to 23.
Genomic DNA of 450 individuals was extracted from
blood samples using the NRBC Blood DNA Kit (Omega
Bio-Tek, Norcross, GA, USA) according to the manufac-
turer’s instructions. DNA concentrations of samples
were quantified and genotyped using the 600 K Affyme-
trix® Axiom® high-density genotyping array [21]. This
SNP chip contains 580,961 SNP probes across 28 auto-
somes, two linkage groups (LGE64 and LGE22C19-
W28_E50C23), and two sex chromosomes. Genotyping
was performed by Shanghai Biotechnology Corporation
(Shanghai, China). Quality control criteria for SNP chip
data were minor allele frequency (MAF) > 0.005, and in-
dividual genotyping call rate > 95%. Finally, 468,020
SNPs and 450 birds were used to build for G matrix.

Key individual selection
The key individuals for re-sequencing were selected by
maximizing the expected genetic relationship (REL), as
described in detail by Druet and Hayes (2014) [22]. We
utilized G matrix to replace the A matrix (pedigree-
based genetic relationship matrix), to maximize the ex-
pected genetic relationship between key individuals and
the remaining population, while maximizing the propor-
tion of unique genomes sequenced in the population.
Following previous studies [23, 24], the G matrix in this

study was defined as G ¼ MMT

Xm

i¼1

pið1−piÞ
, where M was an

adjusted marker genotype matrix including m SNPs in
columns and n individuals in rows. Here, the genotypes
were coded as 0, 1, and 2 representing the copy number
of the second allele, and then adjusted by 2pi in each
column, where pi was the allele frequency of the second
allele at the ith locus in the base population. Because the
use of different allele frequencies pi did not affect the ac-
curacy of prediction [25–27], we used pi = 0.5 for all
SNPs to build all genomic relationship matrices, as in
our previous studies [28].

Whole-genome re-sequencing and variant calling
Key individuals selected from the previous procedures
were re-sequenced with 150 bp paired-end reads on the
Illumina HiSeq 3000 platform. The sequencing was per-
formed by RiboBio Co., Ltd. (Guangzhou, China).
Briefly, the initial quality of raw reads was checked using
FastQC [29], with a Phred score of 20 as the minimum
to remove the adaptor polluted reads and multiple N
reads (where N > 10% of one read) to produce clean
reads. Then the clean reads were aligned to the chicken
reference genome (galGal4) using the Burrows-Wheeler
Alignment tool (BWA, version 0.7.12) [30] with default
parameters. The SAM files generated from BWA were
converted to BAM files by SAMtools (version 1.2) [31].
After that, potential PCR duplicates were removed by
the MarkDuplicates utility in Picard release 1.119 [32].
Lastly, the BAM files were further processed with the
UnifiedGenotyper utility of GATK (version 3.5) [33] to
call the SNPs with multi-sample approaches and to filter
out false positive variants with the following parameters:
variant confidence score (QUAL) ≥ 50, QualByDepth
(QD) ≥ 2.0, total depth of coverage (DP) ≥3, Fisher-
Strand (FS) < 60, and to remove SNPs clusters [34, 35].
After filtering, the remaining VCF file with GT field data
was converted to a Beagle (v3) genotypes file by Beagle
utilities for further analysis [36].

Validation of variant detection
For each key individual, the concordances of SNPs called
by GATK were evaluated by SNP genotypes obtained
from the 600 K array. As proposed by Baes et al. [37],
four measures of concordances, SNP concordance (SC),
genotype concordance (GC), non-reference sensitivity
(NRS), and non-reference discrepancy (NRD), were used
to assess the concordance between WGS data and 600 K
data. The four measures were evaluated using 600 K
data set as the total sample positions in the WGS data.
For each key individual, SC was the proportion of geno-
types that were non-missing genotypes in the WGS data
over all non-missing genotypes in the 600 K data. GC
was the proportion of array-derived genotypes that were
the same as the sequence-derived genotypes over all
non-missing genotypes of the sequence-derived geno-
types. NRS was the proportion of genotypes that have at
least one non-reference allele (NRA) in both WGS data
and 600 K data over the total number of genotypes de-
tected to have at least one NRA in 600 K data. NRD was
the proportion of genotypes in which sequence-derived
genotypes were different from array-derived genotypes
over the total sample positions.

Genotype imputation
To investigate the influences of the imputation algo-
rithms, SNP density of the target panel, the number of
sequenced individuals, selection strategies, sequencing
depth, and the total cost of genotyping were assessed on
the imputation accuracy from SNP chip data to WGS
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data. Four scenarios were considered in genotype imput-
ation section (denoted as S1, S2, S3, and S4).
Scenario one (S1) was designed to investigate the ef-

fect of target panel density on imputation accuracy from
SNP chip data to WGS data. S1 contained three imput-
ation sections: direct imputation from low-density chip
(60 K) to WGS data, direct imputation from high-
density chip (600 K) to WGS data, and indirect imput-
ation from 60 K to 600 K data and then from 600 K to
WGS data (two-step imputation approach). The sup-
posed 60 K chip data was generated by sampling the first
SNP in each bin of adjacent 10 SNPs from the 600 K
SNP chip. Scenario two (S2) was designed to study the
effects of the number of sequenced individuals and se-
lection strategies on imputation accuracy from 600 K to
WGS data. S2 was performed by adding sequenced indi-
viduals to the reference population one by one with opti-
mized or random rank, respectively. In S2, the
optimized rank was defined as the priority queue of key
individuals determined by REL. Also we fixed the se-
quence read depths (X) of sequenced individuals as 12X.
Scenario three (S3) was designed to study the effects of
sequenced depths on imputation accuracy. We fixed the
number of sequenced individuals (N) as 24 and changed
the sequence read depths from 1 to 12X. Scenario four
(S4) was designed to study the effects of different WGS
data costs on imputation accuracy and to assess optimal
sequencing strategies. The total cost of WGS data was
defined as that the number of sequenced individuals
multiplied by the sequence depth of each sequenced in-
dividual (Table 1). The optimal sequencing strategy was
defined as the combination of sequencing depth and
number of sequenced individuals, which gives the high-
est imputation accuracy. In this study, different sizes of
WGS datasets were randomly sampled from complete
WGS data of 24 sequenced individuals. We defined 1X
to be made up of 7,000,000 reads, which consisted of
1,050,000,000 bases. We used a Bioconductor package
(ShortRead [38]) to read and write the clean fastq file of
sequenced individuals. After reading the fastq file, we
randomly selected reads to make up different depth fastq
files of sequenced individuals. These different depths of
sequencing data were aligned on the reference genome
Table 1 Sequencing strategies used for genotype imputation

Total X Different sequencing scenarios with fixed cost (X × N)

24 1 × 24 2 × 12 3 × 8 4 × 6 6 × 4 8 × 3 2 × 12

36 2 × 18 3 × 12 4 × 9 6 × 6 9 × 4 12 × 3 18 × 2

72 3 × 24 4 × 18 6 × 12 8 × 9 9 × 8 12 × 6 18 × 4

96 4 × 24 6 × 16 8 × 12 12 × 8 16 × 6

144 6 × 24 8 × 18 12 × 12 16 × 9 18 × 8

Total X total cost of genotyping, X × N sequenced depth (X) times the number
of sequenced animals (N)
and variants were called by the above procedures. We
did not control genotype quality to retain more SNPs for
further analyses.
Imputations were executed by FImpute (Version 2.2)

and Beagle (Version 3.3.2) with default parameter set-
tings. FImpute was based on an overlapping sliding win-
dow method in which information from close relatives
(long haplotype match) was first utilized, and informa-
tion from distant relatives was subsequently used by
shortening the window size [39]. Beagle used a hidden
Markov model and a localized haplotype clustering
method to infer genotypes as described by Browning
et al. [36].
The quality control criteria of SNP chip data were

minor allele frequency (MAF) > 0.005, individual geno-
typing call rate > 95%, and SNP genotyping call rate >
97%. Finally, 462,092 SNPs and 444 birds remained for
further investigation. We randomly masked 2% of SNPs
from the 600 K SNP panel of each individual to be im-
puted, and then compared the imputed genotypes with
array-derived genotypes to calculate the imputation ac-
curacy. The imputation accuracy was defined as the
average genotype concordance from five replicates. To
improve computational efficiency, chromosomes 1, 3, 6,
and 28 (chr1, chr3, chr6, and chr28) were selected.
Results
Selection of key individuals and whole genome re-
sequencing
We calculated the marker-based genetic relationship
matrix (G matrix) of 450 genotyped chickens with 600 K
array data. All genotyped individuals were ordered by
maximizing the expected genetic relationship (REL),
using G matrix, between the group of sequenced birds
and the whole population. The 24 birds that showed the
highest values were selected as key individuals. These 24
birds from 21 sire family were three male parents (ID: 7,
8, 9) and 21 male offspring, and their relatedness is
shown in Additional file 1: Table S1. The cumulative
genetic diversity of selected key individuals increased as
the numbers of selected key individuals increased, but
the rate of increase gradually slowed (Fig. 1). On aver-
age, 98.99% of genetic diversity in the entire chicken
population was covered by variations in the genomes of
these 24 key birds (Fig. 1). After quality control, 450.6
Gb of clean data were generated from the 24 birds, and
428.2 Gb could be mapped to the chicken reference gen-
ome (galGal4). Among all key individuals, the average
uniquely mapped efficiencies of mapped reads were 95%
(from 87% to 97%), and the average sequenced depths
were 14.62 (from 12.87 to 17.11). More details of the 24
sequenced chickens are shown in Table 2 and Additional
file 1: Table S2.



Fig. 1 The cumulative genetic diversity of selected key individuals was estimated by adding animals with the optimize rank of 24 key individuals
one by one. The cumulative genetic diversity means the proportion of the entire chicken population

Table 2 Summary of the key individuals for re-sequencing

Animal ID Clean Reads Mapped reads rate Depth of coverage Uniquely mapped reads rate SC GC NRS NRD

1 90,735,760 0.951 15.81 0.942 0.988 0.979 0.972 0.042

2 117,996,876 0.964 12.87 0.959 0.998 0.928 0.947 0.128

3 105,660,610 0.938 16.21 0.928 0.975 0.979 0.961 0.040

4 125,426,182 0.953 17.11 0.947 0.974 0.976 0.954 0.047

5 111,564,528 0.956 13.60 0.951 0.997 0.985 0.989 0.029

6 127,019,556 0.960 14.68 0.955 0.998 0.957 0.968 0.079

7 99,058,934 0.873 15.11 0.864 0.990 0.976 0.974 0.046

8 130,604,192 0.961 15.19 0.956 0.953 0.991 0.951 0.018

9 141,700,352 0.961 16.25 0.956 0.999 0.991 0.995 0.017

10 141,847,268 0.965 14.39 0.960 0.999 0.991 0.995 0.018

11 115,053,394 0.958 13.92 0.953 0.997 0.986 0.989 0.026

12 141,220,480 0.965 14.41 0.961 0.999 0.992 0.995 0.016

13 126,408,732 0.959 14.44 0.951 0.997 0.953 0.964 0.087

14 137,853,286 0.963 14.79 0.958 0.998 0.989 0.993 0.022

15 124,123,884 0.961 13.92 0.955 0.998 0.987 0.991 0.026

16 134,906,464 0.970 13.88 0.965 0.999 0.990 0.995 0.020

17 137,609,612 0.957 13.77 0.950 0.998 0.988 0.992 0.024

18 140,592,166 0.954 14.53 0.946 0.998 0.990 0.993 0.020

19 120,575,426 0.955 14.53 0.949 0.996 0.986 0.988 0.028

20 131,305,824 0.962 14.29 0.957 0.998 0.980 0.988 0.038

21 140,828,990 0.964 15.43 0.959 0.997 0.989 0.992 0.020

22 134,838,280 0.965 14.33 0.960 0.998 0.966 0.977 0.064

23 115,132,512 0.951 13.51 0.944 0.997 0.988 0.989 0.024

24 112,104,986 0.953 13.84 0.947 0.998 0.989 0.990 0.022

SC SNP concordance, GC Genotype concordance, NRS Non-reference sensitivity, NRD Non-reference discrepancy
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Variant detection and validation
For the 24 key individuals, 13,818,577 SNPs were called
by GATK. After quality control, 11,645,758 SNPs
remained for further analysis (Additional file 1: Table
S3). Concordances of WGS data and 600 K data were
compared for SNPs represented in both WGS and array
data (Table 2). On average, concordance between two
panels was 99.3%, 98.0%, 98.1%, and 3.75% for SNP con-
cordance (SC), genotype concordance (GC), non-
reference sensitivity (NRS), and non-reference discrep-
ancy (NRD), respectively (Table 2). The high SC, GC
and NRS values but low NRD value indicated that the
accuracy of genotype calls was very high.

Variable target panel SNP density in genotype imputation
Average imputation accuracies (five replicates) of SNP
panels with different densities to WGS data for four
chromosomes (chr1, chr3, chr6, and chr28) are shown in
Fig. 2. For direct imputation from 600 K to WGS data,
the average imputation accuracy for the four chromo-
somes was 0.812 for Beagle (ranging from 0.780 to
0.867) and 0.914 for FImpute (ranging from 0.898 to
0.936). For direct imputation from 60 K to WGS data,
the average imputation accuracy for the four chromo-
somes was 0.620 for Beagle (ranging from 0.587 to
0.667) and 0.810 for FImpute (ranging from 0.797 to
0.844). Furthermore, for the two-step imputation ap-
proach from 60 K to 600 K data and then to WGS data,
the average imputation accuracy for the four chromo-
somes was 0.742 for Beagle (ranging from 0.732 to
0.753) and 0.880 for FImpute (ranging from 0.869 to
0.891). These values were higher than those for direct
imputation from 60 K to WGS data but lower than those
for direct imputation from 600 K to WGS data. Com-
pared with direct imputation from 600 K to WGS data,
the imputation accuracy of the two-step imputation
Fig. 2 Average imputation accuracy of the direct imputation and two-step
somes (chr1, chr3, chr6 and chr28) among 5 replications. 60K_WGS was the
two-step imputation from 60 K to 600 K data and then to WGS data. 600K_
ation accuracies were the genotype concordance between the true and im
approach from 60 K to WGS data lost less than 4% for
FImpute and 9% for Beagle, but reduced the genotyping
cost for the target panel by 90%.

Variable sequence depth for a fixed number of
sequenced individuals
With all 24 key individuals as a reference, imputation ac-
curacies under different sequencing depths are shown in
Fig. 3. An increasing imputation accuracy was observed as
the sequence depth increased. Beyond a sequencing depth
of 6X, the increase in accuracy slowed down for both FIm-
pute and Beagle (Fig. 3). For example, when the sequence
depth was increased from 6X to 12X, the total cost of se-
quencing increased by 100%, but the imputation accuracy
only increased by 6.0% and 9.0% for FImpute and Beagle,
respectively. Further details for each chromosome can be
seen in Additional file 2: Figure S1. These results indicate
that imputation accuracy increased as sequence depth in-
creased, but the change was not linear.

Variable number of sequenced individuals with fixed
sequence depth
To investigate the influences of different selection strat-
egies and reference size on imputation accuracy, we ran-
domly selected different numbers of individuals from
these 24 key individuals using random rank and optimized
rank (Fig. 4). We found that a greater number of se-
quenced individuals result in a higher imputation accuracy
at fixed sequence depths (X = 12X). In addition, there was
no obvious difference in imputation accuracy between op-
timized and random rank when the size number were
from 1 to 5. There was also no obvious difference when
the reference size was 12 to 24 for FImpute, and 14 to 24
for Beagle (Fig. 4). However, when the reference size was 6
to 11 for FImpute and Beagle, the imputation accuracy of
optimized rank was higher than that of random rank.
imputation obtained with FImpute and Beagle against four chromo-
direct imputation from 60 K to WGS data. 60K_600K_WGS was the
WGS was the direct imputation from 600 K to WGS data. The imput-
puted genotypes



Fig. 3 Average imputation accuracies of different X with fixed N (N= 24)
obtained with FImpute and Beagle against four chromosomes (chr1,
chr3, chr6, and chr28). The imputation accuracies were the genotype
concordance between the true and imputed genotypes
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Variable total sequence cost and the optimal sequencing
strategy
The average imputation accuracies of FImpute and Bea-
gle at different sequence depths for different numbers of
sequenced individuals are shown in Fig. 5. Imputation
Fig. 4 Average imputation accuracies of 12 X with different N (1~
24) obtained with FImpute and Beagle from 5 replications on
chromosome 6. The imputation accuracies were the genotype
concordance between the true and imputed genotypes
accuracy increased with increasing total coverage depth
(24X, 36X, 48X etc.), indicating that greater imputation
accuracy might require higher sequencing cost. For FIm-
pute, at the same total coverage depths, the imputation
accuracy increased with the number of sequenced indi-
viduals. However, for Beagle, the imputation accuracy
reached a maximum at 6X per sequenced individuals.
For example, when the total coverage depth was 36X,
the highest imputation accuracy was 0.523 at 6X per se-
quenced individual. When the total coverage depth was
increased to 72X, the highest imputation accuracy was
still at 6X per sequenced individual. Further details for
each chromosome are presented in Additional file 2: Fig-
ure S2.

Effect of minor allele frequency (MAF) on imputation
accuracy
The average imputation accuracies of SNPs with differ-
ent MAFs with FImpute and Beagle were calculated and
are shown in Fig. 6. We found that the average imput-
ation accuracy of FImpute was higher (0.822) than that
of Beagle (0.533). Beagle performance was suboptimal
for SNPs with a MAF smaller than 0.2. Imputation ac-
curacies from FImpute were comparatively stable with
different MAFs, but there was a small reduction when
MAF was low (< 0.1).

Discussion
Imputation from SNP chip data to sequence data
In this study, we were specifically interested in influ-
ences of the size of the sequenced key individuals, selec-
tion strategies, imputation algorithms, marker density of
the target panel, sequencing depth, and the total cost of
genotyping on the accuracy of genotype imputation from
the SNP chip data to WGS data. For all scenarios, geno-
type imputations were separately performed using FIm-
pute and Beagle. The reference panels were built from
24 key sequenced individuals or subsets of them, as se-
lected by the REL model. In this study, the number of
SNPs was successfully raised more than 25 times from
600 K SNPs (462092) to WGS SNPs (11645758) (Add-
itional file 1: Table S3) with a high imputation accuracy
(0.812 for Beagle and 0.914 for FImpute) (Fig. 2). These
high imputation accuracies are in agreement with previ-
ous reports on chickens and bovines [8–11, 40]. In an-
other imputation study on chickens [11], the imputation
accuracies of different programs were all more than 0.95
from 600 K data to WGS data. In bovines, the imput-
ation accuracies from BovineHD (40,492 SNPs) bead
chips to WGS data ranged from 0.77 to 0.83 for Beagle
[8]. The main aim of genotype imputation is to improve
the chip density for GWAS or WGP; however, imput-
ation errors will affect the performance of GWAS or
WGP [41]. One way to avoid imputation error is to



Fig. 5 Average imputation accuracy of different total cost obtained with FImpute and Beagle against four chromosomes (chr1, chr3, chr6, and
chr28) among 5 replications. A given total cost was defined as the number of sequencing individuals timed the sequence read depth of each
individuals. The imputation accuracies were the genotype concordance between the true and imputed genotypes
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improve imputation accuracy by using large reference
size [8, 18], sequencing large depth [19]. Another way is
to strictly control the quality of imputed WGS data [42].
Imputed WGS data has become more common in hu-
man and bovine genomic studies [12–17].

Genotyping strategy for imputation
A key question arising from the sequencing strategy de-
sign was how to balance the number of sequenced indi-
viduals and the depth of sequence with a given
Fig. 6 Average imputation accuracies of different software against
minor allele frequency among 5 replications. SNPs were classified by
their array-derived MAF
genotyping cost. Our observations indicated that the ac-
curacy of imputation continuously increased as the
genotyping cost increased, whether it be by increasing
the number of sequenced individuals with a fixed se-
quence depth or increasing sequence depth with a fixed
number of sequenced animals (Fig. 3, Fig. 4). However,
the rate of increase gradually slowed down for FImpute
and a similar trend was found for Beagle when increas-
ing sequence depth was more than 4X (Fig. 3). Similar
results were reported by VanRaden et al. [19]. Therefore,
an optimum genotyping strategy exists for imputation
with the fixed genotyping cost.
With the fixed genotyping cost, imputation accuracy

was related to imputation software, sequence depth, and
the number of sequenced animals. Using Beagle, an opti-
mal sequence depth around 6X was clearly observed in
our results (Fig. 5), which suggested that an optimal se-
quence depth existed for a population when a pedigree
was not available. Also, Druet et al. [13] found that the
optimum strategy was to sequence 75 individuals at
eightfold coverage using Beagle if the total sequencing
effort was constrained to 600X. However, we observed
that the lower sequencing depth with more sequenced
individuals granted a higher imputation accuracy for
FImpute (Fig. 5). Similar results have been reported for
findhapV4, which also uses family-based methods for
imputation [11]. Also, more variants were detected by
sequencing as many individuals as possible at a low fold
coverage (Additional file 1: Table S4). A similar result
was found by Le and Durbin [43] indicating that using
family-based methods for imputation and sequencing as
many individuals as possible at a low-fold coverage not
only capture more SNPs but also improve imputation
accuracy for a given total cost of genotyping.



Table 3 Summary of imputation from 600 K to WGS data

Chr. SNP # in
sequence

SNP #
in
chip

SNP # for
validation

Total time-consuming, s

Beagle FImpute

1 3,177,578 81,074 1,621 403,680 3,066

3 1,694,589 45,917 918 232,456 1,773

6 622,557 17,762 355 90,281 727

28 74,114 3,866 77 1,788 111
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In this study, the initial density of the SNP panel was
considerably decreased (90% in this study, 60 K vs.
600 K), while the loss of imputation accuracy was only
less than 4% for FImpute and 9% for Beagle using a two-
step imputation approach (Fig. 2). This result indicated
that, in practice, the genotyping cost for a large popula-
tion could be largely reduced by genotype imputation
with only a tiny loss in imputation accuracy if most ani-
mals in the nucleus of a breeding population were re-
lated. Additionally, our results indicate that genotyping
cost can be decreased by genotyping a population with a
customer designed low-density panel (60 K) rather than
the high density panel (600 K). But no money would be
saved if most animals were in the nucleus of a breeding
population were distantly related to each other because
the number of key individuals genotyped with the high
density chip was a large proportion of the nucleus
breeding population. The cost calculations of genotyping
were based on the current price of sequencing and geno-
typing arrays.

Key individual selection
Key individual selection was effective for genotype im-
putation. We selected 24 representative chickens for re-
sequencing using the REL model. The sequenced indi-
viduals were added to the reference population one by
one using optimized or random rank. We predicted that
the advantage of optimized rank over random rank
would be observed at the middle stage of this compari-
son. This was because the individuals used for random
rank were the same 24 key selected chickens with a ran-
dom resampling rank, and these 24 key individuals were
the most representative ones in the population. Our ob-
servation met well with our prediction (Fig. 4). In
addition, key individual selection can maximize correct
imputation of the variant by maximizing genetic vari-
ation. Similar results have been previously reported [18,
44]. However, Yu et al. [45] found that animals with the
closest average relationship or contribution to the target
population gave the lowest accuracy imputation, in some
cases worse than random selection.

Imputation methods
We compared the performance of Beagle and FImpute
for all scenarios. Generally, FImpute outperformed Bea-
gle in the present population. The superiority of FIm-
pute over Beagle was also observed in previous studies
[9, 39, 46, 47]. The advantage of FImpute over Beagle
observed in this study might be explained by the fact
that FImpute can capture similar haplotypes between
close relatives via a pedigree-based imputation method,
while Beagle cannot find the most likely haplotype based
solely on the known genotypes of limited individuals
using population-based imputation methods. However,
the differential performance between the two imputation
methods would be diluted by using a large reference
panel, and this has been reported in cattle (n = 1652)
[48]. In this study, the difference between FImpute and
Beagle results from the use of a small reference popula-
tion and family structure. Moreover, FImpute analysis
was more rapid compared with Beagle (Table 3).
There are three versions of Beagle (Beagle v.3.3.2, Bea-

gle v.4.0, and Beagle v.4.1). We compared the imputation
accuracy with Beagle and FImpute with or without pedi-
gree in these recent versions (Additional file 2: Figure
S3). The imputation accuracy was the genotype concord-
ance between the true and imputed genotypes. We
found that the imputation accuracy of Beagle v.4.0 was
similar to that of FImpute, whether using the pedigree
or not. Because Beagle v.4.0 applied a new method for
identity by descent (IBD) segment detection (Refined
IBD) to improve methods for phasing and genotype im-
putation [49]. Refined IBD was similar to the method of
FImpute in capturing similarity haplotypes between
close relatives. And the imputation accuracy of Beagle
v.4.1 was less than that of Beagle v.4.0 without pedigree
because Beagle v.4.1 has a very fast genotype imputation
algorithm for genotype imputation with millions of ref-
erence samples [50]. The imputation accuracy of FIm-
pute without pedigree was better than that of FImpute
with pedigree. This may be caused by Mendelian errors
with the pedigree. The imputation accuracy is similar for
Beagle v.4.0 with or without the pedigree. This was the
result of the family structure of this population for IBD
segment detection.
Overall, the population size, structure, computational

efficiency, and other key factors should be comprehen-
sively considered to select an appropriate imputation
method or software.

Length of chromosome
Imputation accuracy from SNP chip data to WGS was
similar among chr1, chr3, and chr6, but not chr28 (Fig.
2). This might be caused by standard error in chr28.
Only 3886 SNPs on chr28 were captured by the 600 K
array, which was less than that of chr1 (81,074), chr3
(45,917), and chr6 (17,762). Hence, using 2% masked
true genotypes (77 SNPs) to evaluate the imputation
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accuracy would produce larger statistical standard error
(Fig. 2). For example, with Beagle, in the imputation
from 600 K to WGS data, we found that the standard
deviation of imputation accuracies for chr28 was 2.71,
3.80 and 3.17-fold larger than for chr1, chr3, and chr6,
respectively (Fig. 2). Furthermore, with FImpute, it was
6.50, 4.33 and 2.17-fold larger than for chr1, chr3 and
chr6, respectively (Fig. 2). However, for two-step imput-
ation from 60 K to WGS data, the imputation accuracy
for chr28 was the lowest compared with the other chro-
mosomes (chr1, chr3, and chr6) (Fig. 2). This might be
because the number of SNPs per centi-Morgan influ-
enced imputation error rate more than for the other
chromosomes (chr1, chr3, and chr6) using two-step im-
putation [51]. Because of higher recombination rates in
the microchromosomes, their LD and haplotype sharing
were significantly lower compared to the macrochromo-
somes [52]. Moreover, a slight decrease in imputation
accuracy for the shorter chromosomes was observed by
Sun et al. [53] in Angus cattle. The slightly lower accur-
acy on the shorter chromosomes can be explained by
the reduced accuracy at the beginning and end of the
chromosome which would have a relatively larger effect
for the short chromosomes. However, another study did
not find a difference in imputation accuracy between
chromosomes of different lengths [54]. In practice, the
length of chromosomes does not need to be considered
for genotype imputation.

Minor allele frequency (MAF)
It has been suggested that SNPs with low allele fre-
quency may play an important role in complex traits,
and may have larger effects than the common SNPs in a
population [55]. However, correctly imputing rare SNPs
is still a challenge. In our study, the imputation accuracy
decreased sharply with MAF < 0.2, especially for Beagle
(Fig. 6). The lower imputation accuracy of low MAF
SNPs was in agreement with other studies [56–59]. Lin
et al. [59] showed with human data that the decline in
imputation accuracy already started with MAFs < 0.15.
Hickey et al. [58] and Hayes et al. [57] also reported a
decline in imputation accuracy for MAFs < 0.1 in maize
and sheep populations. Interestingly, for FImpute, the
selection of the key animal to sequence appears to espe-
cially benefit imputation accuracy of low MAF SNPs.

Validation of variant detection
The comparison of array-derived genotypes versus
sequence-derived genotypes provides an objective quality
measurement for NGS experiments and the variant call-
ing pipeline. Our results revealed that both GC and NRS
were very high, =ranging from 0.928 to 0.992 and from
0.947 to 0.995, respectively. But the average NRD of 24
key individuals was 0.037. Moreover, Pearson’s
correlation coefficient between NRD and the depth
coverage of 24 key individuals was − 0.18 (P = 0.41).
These values were similar to those observed in 43 Fleck-
vieh cattle [60], and we found that low coverage (< 7×)
had a negative effect on both of these parameters. These
results are consistent with previous studies [37], indicat-
ing that the variant calling pipeline in this study was
conducted correctly.

Conclusions
In conclusion, we comprehensively investigated the im-
pacts of several key factors on the outcome of genotype
imputation. Generally, increasing sequencing cost gave a
higher imputation accuracy. But at a fixed sequencing
cost, the optimal imputation strategy should take se-
quencing depth and size of reference population, imput-
ation algorithms, marker density, and population
structure of the target population and method to select
key individuals into consideration comprehensively. This
work sheds additional light on how imputation algo-
rithms, selection strategy for key individuals, and design
of the sequencing plan influences accuracy of genotype
imputation in livestock populations.

Additional files

Additional file 1: Table S1. A pedigree-based genetic relationship
matrix among the 24 key individuals. Table S2 A summary of the se-
quencing and assembly of 24 key individuals. Table S3 Number of identi-
fied variants in the chicken genome with GATK. Table S4 The results of
the SNP calling for chromosomes (chr1, chr3, chr6, and chr28) with differ-
ent sequencing depth under the different total cost of genotyping, re-
spectively. (XLSX 25 kb)

Additional file 2: Figure S1. Imputation accuracy in different total X
obtained with FImpute and Beagle against 4 chromosomes (chr1, chr3,
chr6, and chr28) among 5 replications, respectively. Figure S2 Imputation
accuracy in different X with fixed N (N = 24) obtained with FImpute and
Beagle against 4 chromosomes (chr1, chr3, chr6, and chr28) among 5
replications, respectively. Figure S3 The average imputation accuracy of
direct imputation from 600 K to WGS data obtained with FImpute, Beagle
v.3.3.2, Beagle v.4.0, and Beagle v.4.1 against four chromosomes (chr1,
chr3, chr6 and chr28) among 5 replications. (DOCX 1755 kb)

Abbreviations
DP: Total depth of coverage; FS: FisherStrand; GC: Genotype concordance;
GWAS: Genome-wide association studies; IBD: Identity by descent;
LD: Linkage disequilibrium; MAF: Minor allele frequency; N: The number of
sequenced individuals; NGS: Next generation sequencing; NRD: Non-
reference discrepancy; NRS: Non-reference sensitivity; QD: QualByDepth;
QTLs: Quantitative trait locus; QUAL: Variant confidence score; SC: SNP
Concordance; SCAU: South China Agricultural University; SNP: Single
nucleotide polymorphism; WGP: Whole genome prediction; WGS: Whole-
genome sequence; X: Sequence read depths

Acknowledgements
We thank Caihong Zhang and Rongrong Zheng for assisting DNA extraction
of the samples.

Funding
This work was supported by the National Natural Science Foundation of
China (31772556), the China Agricultural Research System (CARS-41-G03), the
Science Innovation Project of Guangdong (2015A020209159), the Special

https://doi.org/10.1186/s40104-018-0241-5
https://doi.org/10.1186/s40104-018-0241-5


Ye et al. Journal of Animal Science and Biotechnology  (2018) 9:30 Page 11 of 12
Program for Applied Research on Super Computation of the NSFC-
Guangdong Joint Fund (the second phase) under Grant No.U1501501, and
technical support from the National Supercomputer Center in Guangzhou.

Availability of data and materials
The chicken reference genome (Galgal4) was download from UCSC genome
browser (http://hgdownload.soe.ucsc.edu/downloads.html#chicken). PLINK
binary files containing genotype and map information of all variants on
chromosomes (chr1, chr3, chr6, and chr28) detected by GATK in the 24
sequenced individuals are available at the figshare repository (https://doi.org/
10.6084/m9.figshare.4216503.v2).

Authors’ contributions
SPY, ZZ and XLY conceived the study and designed the project and helped
draft. QXZ provided the chickens’ dataset. SPY, ZZ and NG carried out the
key individual selection. SPY, XRL and XLY constructed the DNA library and
performed sequencing. SPY, and XLY analyzed the sequencing data. SPY,
and YYL finished imputation and analyzed the imputation accuracy. JQL and
ZMC participated in the design, and contributed to the manuscript. All
authors read and approved the manuscript.

Ethics approval
All animal care and handling procedures conformed to the Animal Care
Committee of South China Agriculture University (Guangzhou, People’s
Republic of China). Animals involved in this study were humanely sacrificed
as necessary to ameliorate their suffering.

Consent for publication
Not applicable.

Competing interests
The authors declare that they have no competing interests.

Received: 6 August 2017 Accepted: 26 January 2018

References
1. Marchini J, Howie B. Genotype imputation for genome-wide association

studies. Nat Rev Genet. 2010;11(7):499–511.
2. de los Campos G, Gianola D, Allison DB. Predicting genetic predisposition in

humans: the promise of whole-genome markers. Nat Rev Genet. 2010;
11(12):880–6.

3. Klein RJ. Complement factor H polymorphism in age-related macular
degeneration. Science. 2005;308(5720):385–9.

4. Khatkar MS, Nicholas FW, Collins AR, Zenger KR, Cavanagh JAL, Barris W,
et al. Extent of genome-wide linkage disequilibrium in Australian Holstein-
Friesian cattle based on a high-density SNP panel. BMC Genomics. 2008;9(1):
187.

5. Yang J, Bakshi A, Zhu Z, Hemani G, Vinkhuyzen AAE, Lee SH, et al. Genetic
variance estimation with imputed variants finds negligible missing
heritability for human height and body mass index. Nat Genet. 2015;47(10):
1114–20.

6. Deelen P, Menelaou A, van Leeuwen EM, Kanterakis A, van Dijk F, Medina-
Gomez C, et al. Improved imputation quality of low-frequency and rare
variants in European samples using the 'Genome of The Netherlands'. Eur J
Hum Genet. 2014;22(11):1321–6.

7. Howie B, Fuchsberger C, Stephens M, Marchini J, Abecasis GR. Fast and
accurate genotype imputation in genome-wide association studies through
pre-phasing. Nat Genet. 2012;44(8):955–9.

8. van Binsbergen R, Bink MC, Calus MP, van Eeuwijk FA, Hayes BJ, Hulsegge I,
et al. Accuracy of imputation to whole-genome sequence data in Holstein
Friesian cattle. Genet Sel Evol. 2014;46:41.

9. Frischknecht M, Neuditschko M, Jagannathan V, Drogemuller C, Tetens J,
Thaller G, et al. imputation of sequence level genotypes in the Franches-
Montagnes horse breed. Genet Sel Evol. 2014;46(1):63.

10. Friedenberg SG, Meurs KM. Genotype imputation in the domestic dog.
Mamm Genome. 2016;27(9–10):485–94.

11. Ni G, Strom TM, Pausch H, Reimer C, Preisinger R, Simianer H, et al.
Comparison among three variant callers and assessment of the accuracy of
imputation from SNP array data to whole-genome sequence level in
chicken. BMC Genomics. 2015;16:824.
12. Soler Artigas M, Wain LV, miller S, Kheirallah AK, Huffman JE, Ntalla I, et al.
sixteen new lung function signals identified through 1000 genomes project
reference panel imputation. Nat Commun. 2015;6:8658.

13. Kelemen LE, Lawrenson K, Tyrer J, Li Q, Lee JM, Seo J-H, et al. genome-wide
significant risk associations for mucinous ovarian carcinoma. Nat Genet.
2015;47(8):888–97.

14. Ruth KS, Campbell PJ, Chew S, Lim EM, Hadlow N, Stuckey BGA, et al. Genome-
wide association study with 1000 genomes imputation identifies signals for
nine sex hormone-related phenotypes. Eur J Hum Genet. 2015;24(2):284–90.

15. Iso-Touru T, Sahana G, Guldbrandtsen B, Lund MS, Vilkki J. Genome-wide
association analysis of milk yield traits in Nordic red cattle using imputed
whole genome sequence variants. BMC Genet. 2016;17(1):55.

16. Pausch H, Emmerling R, Schwarzenbacher H, Fries R. A multi-trait meta-
analysis with imputed sequence variants reveals twelve QTL for mammary
gland morphology in Fleckvieh cattle. Genet Sel Evol. 2016;48(1):14.

17. Tenghe AM, Bouwman AC, Berglund B, Strandberg E, de Koning DJ,
Veerkamp RF. Genome-wide association study for endocrine fertility traits
using single nucleotide polymorphism arrays and sequence variants in dairy
cattle. J Dairy Sci. 2016;99(7):5470–85.

18. Pausch H, Aigner B, Emmerling R, Edel C, Gotz KU, Fries R. Imputation of
high-density genotypes in the Fleckvieh cattle population. Genet Sel Evol.
2013;45:3.

19. VanRaden PM, Sun C, O'Connell JR. Fast imputation using medium or low-
coverage sequence data. BMC Genet. 2015;16:82.

20. Ventura RV, Miller SP, Dodds KG, Auvray B, lee M, Bixley M, et al. assessing
accuracy of imputation using different SNP panel densities in a multi-breed
sheep population. Genet Sel Evol. 2016;48(1):71.

21. Kranis A, Gheyas AA, Boschiero C, Turner F, Yu L, Smith S, et al.
Development of a high density 600K SNP genotyping array for chicken.
BMC Genomics. 2013;14:59.

22. Druet T, Macleod IM, Hayes BJ. Toward genomic prediction from whole-
genome sequence data: impact of sequencing design on genotype
imputation and accuracy of predictions. Heredity (Edinb). 2014;112(1):39–47.

23. VanRaden PM. Efficient methods to compute genomic predictions. J Dairy
Sci. 2008;91(11):4414–23.

24. Hayes BJ, Visscher PM, Goddard ME. Increased accuracy of artificial
selection by using the realized relationship matrix. Genet Res (Camb).
2009;91(1):47–60.

25. Chen CY, Misztal I, Aguilar I, Legarra A, Muir WM. Effect Of different
genomic relationship matrices on accuracy and scale. J Anim Sci.
2011;89(9):2673–9.

26. Choi T, Lim D, Park B, Sharma A, Kim JJ, Kim S, et al. accuracy of genomic
breeding value prediction for intramuscular fat using different genomic
relationship matrices in Hanwoo (Korean cattle). Asian-Australas J Anim Sci.
2017;30(7):907–11.

27. Aguilar I, Misztal I, Johnson DL, Legarra A, Tsuruta S, Lawlor TJ. Hot Topic: a
unified approach to utilize phenotypic, full pedigree, and genomic
information for genetic evaluation of Holstein final score. J Dairy Sci. 2010;
93(2):743–52.

28. Zhang Z, Erbe M, He J, Ober U, Gao N, Zhang H, et al. accuracy of whole-
genome prediction using a genetic architecture-enhanced variance-
covariance matrix. G3 (Bethesda). 2015;5(4):615–27.

29. FastQC. http://www.bioinformatics.babraham.ac.uk/projects/fastqc/.
Accessed 26 April 2010.

30. Li H, Durbin R. Fast and accurate short read alignment with burrows-
wheeler transform. Bioinformatics. 2009;25(14):1754–60.

31. Li H, Handsaker B, Wysoker A, Fennell T, Ruan J, Homer N, et al. The
sequence alignment/map format and SAMtools. Bioinformatics. 2009;25(16):
2078–9.

32. Picard release 1.119. https://sourceforge.net/projects/picard/files/picard-
tools/1.119/. Accessed 25 August 2014.

33. McKenna A, Hanna M, Banks E, Sivachenko A, Cibulskis K, Kernytsky A, et al.
The genome analysis toolkit: a MapReduce framework for analyzing next-
generation DNA sequencing data. Genome Res. 2010;20(9):1297–303.

34. Altmann A, Weber P, Bader D, Preuss M, Binder EB, Muller-Myhsok B. A
beginners guide to SNP calling from high-throughput DNA-sequencing
data. Hum Genet. 2012;131(10):1541–54.

35. Van der Auwera GA, Carneiro MO, Hartl C, Poplin R, Del Angel G, Levy-
Moonshine A, et al. From FastQ data to high confidence variant calls: the
genome analysis toolkit best practices pipeline. Curr Protoc Bioinformatics.
2013;43:11.10.1–11.10.33.

http://hgdownload.soe.ucsc.edu/downloads.html#chicken
https://doi.org/10.6084/m9.figshare.4216503.v2
https://doi.org/10.6084/m9.figshare.4216503.v2
http://www.bioinformatics.babraham.ac.uk/projects/fastqc/
https://sourceforge.net/projects/picard/files/picard-tools/1.119/
https://sourceforge.net/projects/picard/files/picard-tools/1.119/


Ye et al. Journal of Animal Science and Biotechnology  (2018) 9:30 Page 12 of 12
36. Browning BL, Browning SR. A unified approach to genotype imputation and
haplotype-phase inference for large data sets of trios and unrelated
individuals. Am J Hum Genet. 2009;84(2):210–23.

37. Baes CF, Dolezal MA, Koltes JE, Bapst B, Fritz-Waters E, Jansen S, et al.
Evaluation of variant identification methods for whole genome sequencing
data in dairy cattle. BMC Genomics. 2014;15:948.

38. Morgan M, Anders S, Lawrence M, Aboyoun P, Pages H, Gentleman R. ShortRead:
a bioconductor package for input, quality assessment and exploration of high-
throughput sequence data. Bioinformatics. 2009;25(19):2607–8.

39. Sargolzaei M, Chesnais JP, Schenkel FS. A new approach for efficient genotype
imputation using information from relatives. BMC Genomics. 2014;15(1):1–12.

40. Brondum RF, Guldbrandtsen B, Sahana G, Lund MS, Su GS. Strategies for
imputation to whole genome sequence using a single or multi-breed
reference population in cattle. BMC Genomics. 2014;15:728.

41. Chen L, Li C, Sargolzaei M, Schenkel F. Impact of genotype imputation on
the performance of GBLUP and Bayesian methods for genomic prediction.
PLoS One. 2014;9(7):e101544.

42. Sinnott JA, Kraft P. Artifact due to differential error when cases and controls
are imputed from different platforms. Hum Genet. 2012;131(1):111–9.

43. Le SQ, Durbin R. SNP detection and genotyping from low-coverage
sequencing data on multiple diploid samples. Genome Res. 2011;21(6):952–60.

44. Moghaddar N, Gore KP, Daetwyler HD, Hayes BJ, van der Werf JH. Accuracy
of genotype imputation based on random and selected reference sets in
purebred and crossbred sheep populations and its effect on accuracy of
genomic prediction. Genet Sel Evol. 2015;47(1):97.

45. Yu X, Woolliams JA, Meuwissen TH. Prioritizing animals for dense
genotyping in order to impute missing genotypes of sparsely genotyped
animals. Genet Sel Evol. 2014;46:46.

46. He S, Wang S, Fu W, Ding X, Zhang Q. Imputation of missing genotypes
from low- to high-density SNP panel in different population designs. Anim
Genet. 2015;46(1):1–7.

47. Boison SA, Santos DJ, Utsunomiya AH, Carvalheiro R, Neves HH, O'Brien AM,
et al. Strategies for single nucleotide polymorphism (SNP) genotyping to
enhance genotype imputation in Gyr (Bos Indicus) dairy cattle: comparison
of commercially available SNP chips. J Dairy Sci. 2015;98(7):4969–89.

48. Larmer SG, Sargolzaei M, Schenkel FS. Extent of linkage disequilibrium,
consistency of gametic phase, and imputation accuracy within and across
Canadian dairy breeds. J Dairy Sci. 2014;97(5):3128–41.

49. Browning BL, Browning SR. Improving the accuracy and efficiency of identity-
by-descent detection in population data. Genetics. 2013;194(2):459–71.

50. Browning BL, Browning SR. Genotype imputation with millions of reference
samples. Am J Hum Genet. 2016;98(1):116–26.

51. Schrooten C, Dassonneville R, Ducrocq V, Brondum RF, Lund MS, Chen J,
et al. Error rate for imputation from the Illumina BovineSNP50 chip to the
Illumina BovineHD chip. Genet Sel Evol. 2014;46:10.

52. Megens HJ, Crooijmans RP, Bastiaansen JW, Kerstens HH, Coster A, Jalving R,
et al. Comparison of linkage disequilibrium and haplotype diversity on
macro- and microchromosomes in chicken. BMC Genet. 2009;10:86.

53. Sun C, Wu X-L, Weigel KA, Rosa GJM, Bauck S, Woodward BW, et al. An
ensemble-based approach to imputation of moderate-density genotypes for
genomic selection with application to Angus cattle. Genet Res (Camb). 2012;
94(03):133–50.

54. Heidaritabar M, Calus MPL, Vereijken A, Groenen MAM, Bastiaansen JWM.
Accuracy of imputation using the most common sires as reference
population in layer chickens. BMC Genet. 2015;16(1)

55. Manolio TA, Collins FS, Cox NJ, Goldstein DB, Hindorff LA, Hunter DJ,
et al. Finding the missing heritability of complex diseases. Nature. 2009;
461(7265):747–53.

56. Ma P, Brøndum RF, Zhang Q, Lund MS, Su G. Comparison of different
methods for imputing genome-wide marker genotypes in Swedish and
Finnish red cattle. J Dairy Sci. 2013;96(7):4666–77.

57. Hayes BJ, Bowman PJ, Daetwyler HD, Kijas JW, van der Werf JH. Accuracy of
genotype imputation in sheep breeds. Anim Genet. 2012;43(1):72–80.

58. Hickey JM, Crossa J, Babu R, de los Campos G. Factors affecting the
accuracy of genotype imputation in populations from several maize
breeding programs. Crop Sci. 2012;52(2):654.

59. Lin P, Hartz SM, Zhang Z, Saccone SF, Wang J, Tischfield JA, et al. A new
statistic to evaluate imputation reliability. PLoS One. 2010;5(3):e9697.

60. Liu XT, Han SZ, Wang ZH, Gelernter J, Yang BZ. Variant callers for next-
generation sequencing data: a comparison study. PLoS One. 2013;8(9):
e75619.
•  We accept pre-submission inquiries 

•  Our selector tool helps you to find the most relevant journal

•  We provide round the clock customer support 

•  Convenient online submission

•  Thorough peer review

•  Inclusion in PubMed and all major indexing services 

•  Maximum visibility for your research

Submit your manuscript at
www.biomedcentral.com/submit

Submit your next manuscript to BioMed Central 
and we will help you at every step:


	Abstract
	Background
	Results
	Conclusions

	Background
	Methods
	Population
	Genotyping by SNP chip
	Key individual selection
	Whole-genome re-sequencing and variant calling
	Validation of variant detection
	Genotype imputation

	Results
	Selection of key individuals and whole genome re-sequencing
	Variant detection and validation
	Variable target panel SNP density in genotype imputation
	Variable sequence depth for a fixed number of sequenced individuals
	Variable number of sequenced individuals with fixed sequence depth
	Variable total sequence cost and the optimal sequencing strategy
	Effect of minor allele frequency (MAF) on imputation accuracy

	Discussion
	Imputation from SNP chip data to sequence data
	Genotyping strategy for imputation
	Key individual selection
	Imputation methods
	Length of chromosome
	Minor allele frequency (MAF)
	Validation of variant detection

	Conclusions
	Additional files
	Abbreviations
	Acknowledgements
	Funding
	Availability of data and materials
	Authors’ contributions
	Ethics approval
	Consent for publication
	Competing interests
	References

